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Abstract

In tWee experiments , we investigated ~that evidence people use in making

inferences about causality in complex and uncertain situations. Giv en

evidence consisting of multiple observations of acme outcome , with each

observation includ ing information about the presence or absence of that

outcome and of some of its possible causes, subjec ts estimated the

strength of the causal relationship between the outcome and a predeter-

mined possibly-causal event. Over problems and ~,er exper iments , the

natwe and strength of evidence supporting the causal role of’ the hy-

pothesized cause varied along many dimensions. (sing regression—

modeling , we found a set of fiv e evidence types that together gav e a

goad account of subjects ’ judgments. Fou- of the independent variables

in this model directly concern the relation between the hypothesized

cause and the outcome (confirmation by Joint R esence and by Joint Ab-

sence of target and outcome, and disconfirmation by v iolation of suffi-

ciency and of necessity of the target for the outcome) , and the fi fth

rep esents the goodness of alternative causes as explanations for the

outcome. O u r  the experiments , involving f oir groups of subj ects and

five sets of problems, this single linear model accounted for 8~ to 90%

of the var iance in each problem—set .
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Evaluation of Evidence
+ in Causal Inference

a

In science and in daily life, we are frequentl y faced with the

problem of determining %&Iether , or to i~ at extent, a perticuler action

or event is resp onsible for some observ ed outcome. Will “deeper” seman-

tic processing produce better memory? Will Read Start grograns improve

achool achievement? Will tel ling jokes ens~re the success of lecttres?

In such situation s, many a spects of the data could be relevant to

evaluati ng a particular cause , for exanpie: how often the hypothesized

cause and the outcome co-ccctr , the presence and strength of’ alternativ e

possible causes, the rel ative frequenc y of occwrence of the outcome,

the a prior i likelihood that this cause would have an effect on this

outcome, the nunber of observations available, the proportion of missing

data , etc . What type s of evidence do people perceiv e as supporting (or

weakening) a hypothesized cause , and ~à~at are the relati ve weightings

- 4 anong these different types of evidenc e?

In the domai n of pl~iloso~~y, J . S. Mill (1843) proposed a set of - 

-

heiristics for determining the necessar y and sufficient cause s of an

outcome event , given information about the presence and ab sence of that

outcome ar id of its possible cause s for sante nunber of situa tions.

Mill’ s “methods of experimental inquiry,” deri ved from Rrt e’s “rules by

idiich to judge of causes and effects” (1739/1 888), prescribe ~à~at P ’ill

believed to be opt imal strategies for inductiv e reasoning , given that

necessity and sufficiency are the only kinds of causal relations to be
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considered , and giv en observations of every possible cause in every ob— -
+

served situation. For exanple , the simplest of P’ill’s methods, the

“direct method of agreements,” allowe the determination of a cause

necessary for the presence of some outcome , given (a) a fix ed set of

possible causes, (b) two or more situations ~kiere the outcome is

present, and (a) information about the presence and absence of each pos-

sible cause for each situation. After assembling these observation s,

one looks for a cause that is present in every situation (or absent in

every situation); if there is such a cause , that cause (or its absence)

could be necessary for the outcome.

Other ik iloso~iiers , such as Carnap (1962) and Scr iven (1976) , hav e

also s~~gested approaches to evaluating causal relation s, provid ing :

gigdelines for determining ik~at evidence is necessary to confirm a hy-

pothesized cause . In the social psychological literatir e , but in much

the sane vein as Mill , Kelley (1967) has st~ gested that attributions of

causality can be made using an analysis—of—variance model . Using this

approach , one assembles mul tiple situations involving different combina-

tions of possible causes ( front a fixed set) that are present, and

records the outcome for each. C~e then looks for the “effects” of the

individual causes (as for variables in an AtOVA) , and thus determines

iEtich cause is responsible for the outcome. This scheme as well re-

quires complete information , and assunes that there is no limitation on

the unount of information that can be handled . B,th of the above-

mentioned proposals (Mill ’s and PCelley’s) m e  quite reasonable methods

of analyzing causal evidence, given complete information and unlimited

_________ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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processing capacity .

Qearly, thot~ h , these assunptions of optimal conditions do not ap-

propriately characterize either the problem or the problem-solver in na-

turalistic causal inference-making . What do people without training in

logic actually do bJ~en confronted with this kind of problem? Con—

strained by their “bounded rationality” (Simon , 1957) , subjects cannot

- 
- 

be expected t, make perfectl y rational attributions of causality

(Fisc~*toff , 1976). In causal reasoning, people are subject to illogical

and statistically un sound biases that cannot be explained by any simple

notions of processing limitations (cf. Tver sky & Kahneman , 1977); these

biases effect bkiat information the subjects attend to , and ithat they do

with the information they do choose to consider. For exanple, subjects

judging contingency between two events overvalue confirming instances,

and thus overestimate the relationship between those events (Jenkins &

Ward , 1965; ~n~ Is1Lmd , 1963). In making generalizations, subjec ts are

much more influenced by instances that confirm their hypotheses than by

discon firming instances (Gollob , Rosanan , & Abelson , 1973; Lord , Ross, &

Lepper , in press) . Their assesanent of data is influenced by pre-

existing schemata and associations (tha pnan , 1967; Chapnai & thapuan ,

1967, 1969; Kelley, 1972; O ocker & Thylor , Note 1). When confronted

with an outcome hav ing multiple possibl. causes, subjects assess causal

relationships esploying a simpl ifyi ng pr inciple of “min imun causation”

(Shaklee & Fiscthoff, Note 2), rather than a more complex pr inciple of F

discounting (Kelley , 1972): In these multi—causal situations, subjec ts

interp ret the 1mo~m presence of one possible cause as sufficiently cx—
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plaining the outcome, and they greatly decrease their estimated p-oba-

bility of the presence of other , supposedly independent , possible

causes.

O~e question that these findings raise is ~thether all the above-.

mentioned effects will occur (and how the ones that do occur will com-

bine) , given complex problems, in i&~tch subj ects themselves must select

the information to consider , with instructions and st imuli that

highlight neither psrticular strategies nor particular porti ons of the 
- 

-

evidence. When the subjects must choose bE~at aspects of the problem to

consider in judg ing a causal relation , ik~at sorts of data do they con—

sider , arid how stro ngly do each of these data t ypes influence perceived

causality?

The experiments repor ted below attempt to specify how subjects

judge the probability that a hypothesi zed cause would produce a perticu .-

lar outcome event ~~en the subjects are given incomplete information

about complex problems that vary simultane ously on many dimensions.

Since subjects had to choose ~~at aspects of the evidence to consider ,

and how to weigh and combine the se evidence types , our research may be

more faithfU l to the condition s of causal judgments in the real world

than is much of the ear lier work. The complexity of the problems, the

minimally constrained task , and the use of multiple-regression techni-.
I

ques for analysis make this research p rti.2ularly informative. Thken
• together , these features allow us to assess (a) the relat ive importance

of inherently —correlated evidence types; (b) the roles played by biases

ar id limitati ons such as those mentioned earli er ; and Cc) the weights as-

_________ - —~~~ .-~ --- -
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signed to different kind s of evidence (within single experiments ) .

The parad igm used in these experiments is one of evaluating a

preselected causal hypothesis —the task that we , as scientists , per form

in evaluati ng experimental data , and the task that also charac terizes a

large portion of ott- causal reasoning in everyday life. The technIque

to be used to analyze the data from these experiments is one of testing

various model s of subject performance via multiple regression , and com-

paring these models as accounts of the data . The nature of ow cx per—

imental task and of ott- analytical technique enabled us to encourage

subjects to use their (presunably complex ) real—world strategies in sol-

ving the problems. In this research , then , we can find evidence about

some questions i4iose previous investigation wes limited to situations

bk~ere the variable of intere st wes necessarily h ighly salient to sub—

j cts.

This research can be seen as hav ing at least one goal in c~~~cn

with some of the social psychological research on attr ibution : Both seek

to understand how people determine the causes of events. The two types

of research differ , however , in irá~at comparisons are of interest . The

attr ibution literature is focused on question s of the extent to ~~ich

and the condition s under i*~ich subjects attr ibute outcomes to different 
+

kinds of causes (e.g., internal vs external , self vs others , situations

vs dispositionsl—distinctions that we or thogonal to the issues that

most interest us in this progran of research . We - are pr imar ily in—

terested in how subjects use patterns of evidence to determine the

strength of a causal relation , and how subjects integrate the pr ior

- — •r++~~.-~ - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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strength of a causal hypothesis with their evaluation of the evidence

presented . In our attempts to tap subjects’ use of their pr ior

Ia’owledge about real—world domains (in Exper imen t 3) , we contrast causes
- 

that differ in their pr ior strengths , but that are still of a uniform

r.tire with respect to dimensions that are of impor tance to social I ~psychology. The flavor of the attr ibution research is thus quite di f—

+ 
fer ent from that of the experiments reported here , but the two ap-

proaches are complementary ; perhaps at sonic point in the future , they

will converge. (For a review of empirical work on attr ibution , see Nis••

bett and Ross (in press) . See also Jones , Kanouse , Kel]ey, Nisbett ,

Valins, and Weiner (1972 ) for many impor tant original papers in the

field.)

p 

In a series of three experimen ts, subjects evaluated some causal

hypothesis in each of many pr oblems. A sample of these pr oblems appear s

Insert Table 1 about here

in Table 1. In each problem, subjects , were presented with the hy-

pothesis that a particular event wes resp onsible for some outcome, and

were asked to use a given body of evidence to estimate the probability

that the hypothesized causal ev ent , present in isolation , would produce

that outcome. Each line of a problem depicts one “situation”; in each

situation, the result (to the right of the arrow) is the occurrence or

non—occurrence of the outcome event. The hypothesi zed cause to be

evaluated (the “target” ) is aiweys specified (offset below the problem).

Within a situation, each possible cause (the target and all alterna—

4. -

-
~~~~~~~
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tives) is either present , absent , or not observed.

Within each experiment , problems varied ii terms of the nunber of

situations in ~rkiich the target was present , the nunber in ~Eiich It was

absent , and the nunber in ~k~ich it was not observ ed ; ov er each of these

situation types, the outcome (occurrence vs. non—occurrence of the

outcome event) al so varied . Add itionally, the problems varied in terms

of the nunber of situations observ ed , the nunber of possible causes ob-

served per situation , the nunber of different alternative causes presen-

ted in the problem, and the strength of the ev idence supporting these

alternatives. +

Other features varied only between exper imen ts . In Ex periment 1,

there were nev er any situations in a problem that d isconfirmed the

target’s causal role ( that is , there were no v iolations of necessity or

sufficiency of the target to the outcome) ; in Exper iments 2 and 3, these

disconfirmat ory situations were permitted . In Experiments 1 and 2, the

problems consisted of only abstract patterns of events , represented by

letter s of the alçiiabet ; in Experiment 3, some sets of problems Inv olved

concrete events from real—world domains.

The organization of the remainder of this paper will be as follows :

First , there will be a general description of each experiment. Then,

there will be a description of the method employed for all the exper—

latanta , and of the special features of each experiment. Following this,

the modeling of all the data will be discussed . This organization will

allow for the most coherent presentation of the resul ts of the ~egres-

alon model ing , since evaluation of the models for each experiment should

— ~~~~~~~~~~~~~~~~~ 
~~~~~~~~~~~~~~~~~~~~~ L ~~. ~~~~~~~~~~~ — ~

- + — ~~~~~~~~ —
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be done considering not only the resul ts of that experiment alone , but

the data from all the experim ents as a whole.

In the first ex per imen t , the hypothesis to be evaluated was never

dir ectly disconfirmed by the ev idence—if the target ( hypothesized)

cause was observed, it and the outcome were either both present or bath

absent. These simpler problems thus inv olv ed no direct v iolations of

necessity or sufficiency relations between the target cause and the

outcome. The permissible ev idence types were restr icted in this way be-

cause of the possibility that the presence of any problems with d irectl y

disconfirmatory evidence might hav e a major effect on subjects’ stra—

teg les. The limited nature of the problems in this experiment prov ide

an opportunity to observe a somewhat simpler situation , which can later

be compared to the more complex situation that subjects face In the

second and third experiments . In Experiment 1, subjects had to evaluate

and combine information about varying levels of con firmation , but the

only forms of evidence that reflec ted negatively on the target hy—

pothesis were the absence of con firmation and the strength of alterna—
- 

- , tive hypotheses. In the later exper imen ts, subjects had to integrate

these forms of ev idence wIth observations that were directly discon fir—

matory of the target hypothesis.

The second experiment differed from the first in two major

features. First , it alJowed the presence of’ ev idence types directl y

discon firming the tar get hyl -~~~ ~sis (violation s of sufficiency and

necessity) . While these ev idence type s were not present in every prob—

urn , the general effect of their presence in the overall set can be as-



—~~~ ~—,++--, 
.-.-.-- ---—-,,, .— -,+———- -,

~~~~
-
-,m—-— —~~‘—‘ -,-‘ ___ “

~~~~~ ‘_. -:~~~~~ + ~-_~+ 
~~~~

- ~~~~~~~~~~~ 
- -

Causal In ference —

10

sessed by comparing the models and peraneter estimates from this exper—

ime,t with those of Exper iment 1.

The second major difference from the first exper iment was that , in

addition to ow continued focus on group data , here we were also in-

terested in looking at the performance of ind iv idual subjects . Althoi.€h

the reliability of responses between subjects in Ex per iment 1 was very

high (as we will discuss later) , we were not fully conv inced that there

were no in teresting indiv idual differences in performance on this type

of task. In the second exper iment , then , we attempted to increase our

chances of find ing differences between subjects , If there were any to be

found . In order to get more data , and more useful data , about the per—

formance of indiv idual subjects , we made two modificatIon s to the basic

exper iment. Fir st , there were additional replications of each basic

problem (in this case , four observations of’ each basic problem instead

of two) . These additional replications increased the stability of the

independent variable for ind iv idual— subject model ing (a subject’ s mean

response to a basic item) , and also provided more data on within—subject

consistency over replications.

As another way of getting more information about ind iv idual sub—

jects , we added a set of tests of inductive reasoning ability. These

tests provide a means of relating ind iv idual performance in our causal—

inference task -to performance in other domm.ns of inductive reasoning.

The ability tests were of the type used in intelligence-test batteries,

and thus differed in one impor tant respect from the causal-eval ua tion

task: they were scot-able in terms of whether or not each response was 
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the correct answer (or at least , the generally accept ed “best ” answer )

to the problem. Inclusion of this rather different type of’ task allows

us to address the issue of whether the kind s of inductiv e abil ities re-

quired for successf ul perf ormance in these “cbjective” tests are related

to performance in the less—str uctured evaluation task .

In the third experiment, as in the second , all possible relations

between the target and the outcome were permitted . In this experiment ,

we included sets of problems that consisted of abstract symbols ( letter s

of the al~~abet) representing the possible causes and the outcome, just

as in the first two experiments. Here , tho~~h , we also included sets of

problems where each abstract problem was r eal ized as a set of situations

inv olving concrete events .

The third experiment thus serv ed two pur poses. First , with its

abstr act problems, it provided an independent replication of the results

of the secon J exper iment , with new subjects and new items. Given that

the pr imary form of data analysis for these ex periments was multiple re-

gression , it was impor tant to guard against the possibility that the

models selected were largely capitalizing on chance variation in the

data ( Cohen & Cohen , 1975).

The second (and more important) contr ibution of the third exper—

imeit is that it provided a measure of how subjects combine their

abstr act evaluation strategies with their prior Imowledge in problems

involving concrete domains. ()e of the important motivations for intro-

ducing the concrete content was to exanine the effects of the a p’ior i

probability of a hypothesized cause, when a~bjec ts have to evaluate the
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causal role played by that hypothesized cause in some particular set of

data ; In order to look at how pr ior probabtlities were combined with

the abstr act structur e of the ev idence , we needed to Imow what these

prior probabil ities were. Thus, an independent group of subjects provi-

ded estimates of the base rate or a pr ior i probabilit y for each concr ete

potential cause .

In the main task , where subjects evaluated entire problems , the

factor of concreteness of the items to be judged was varied between sub-

jects for two reasons: There was a possibility that the presence of

meaningful content in any of the items that a subject jud ged might alter

that subject ’ s str atgies for the abstract items, thus weakening the

ability of the abstract portion of this experiment to serve as a repl i-

cation of Exper iment 2. C~ the other hand , it was also possible that

the absence of meaningful content in any of the problems might alter

strategies for the concrete items, and thus prevent us from find ing di f—

farences in the treatment of concrete vs. abstract items that would oth-

erwise exist .

- METhOD

All Experiments

$ubj cts

Subjec ts were member s of the Yale Ih iver sity communit y, who par ti—

cipated for pay ($2.50 per hour ) , course credit in Introductory Psycho-

logy, or a combination of pay and cred it . Forty—three subjec ts pertici—

pated in Exper Iment 1, 58 in Exper iment 2, and 123 in Exper Iment 3. Of
the subjects in Ex per Iment 3, 110 were given abstract-content problems,

—— ~~~~~~---- -~~~~~~~~~~~ —~~-- ——--i —~~~~~~~~ ------- ~~
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62 were given concrete-content problems, and 21 estimated a prior i pro-

babilities of concrete target hypotheses.

Material s •

Ma terials for all experiments were causal inference pr oblems re-

quiring an evaluation of the causal role of a single possibly causa l

ev ent on the basi s of a pattern of evidence. In each exper iment , there

was a larg e set of problems , and each was presented with repl ication

within subjects , using isomor r*~ic form s of each problem set. For

abstract— content problems , the isomor~~ sets were simpl e alii~abetic

transformati ons of one another (e.g., every R in Form 1 became an ~‘ in

Form 2) ; an independ ent , random alj*iabetic transformation was used to

produce each isornorrAi set. For concrete-content p roblems, the isomcrph

sets involved two different real—world domains..

Each problem consisted of two parts: the presentation of evidence ,

and the identification of a possible cause to be evaluated . The sub-

jects ’ task was to “use the evidence in each probl em to determine the

likelihood that a particul ar one of the possible causes, in isolation ,

leads to the outcome.” A sample problem (of one of the types used in the

experiments) appears below:

A B .
~~ E

4 C —~~~~~~—E

B C  .4 —E

C — A  ~) E

A -.
~~~~~~E

Evidence. The evidence consisted of descriptions of a ntaber of
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situations ( where each situation occ~~ied a single line of the problem);

each situation consisted of a nunber of observ ed (possibly causal )

events and an outcome. For exampl e , in the problem abov e , A , B , and C

ar e the possibly causa l events , and E is the outcome event.
-: Over the set of problems in each exper iment , the nunber of situa-

tions described in a single problem varied between two and five, and the

nunber of possibly causal ev ents that were observed per situation also

varied between two and five , indep endentl y of the nunber of situations.

Within a single problem, each situation had the same nunber of observ ed

possibly-causal events. - -

Within any situation , each possible cause (e.g., A in the sample

problem abov e) was in one of three states: observed to be present

(e.g., A in the fir st line) , observ ed to be absent (e.g., —A , read “not

A ,” in the second line) , or not observ ed (e.g., the third line , where no

mention is made of A as either present or absent ) . For all situations

in a single problem, the outcome event (e.g., £ in the sample problem)

was always the occurrence (e.g., E in the first line) or the non—

occur rence (e.g., -E in the second -line) of the same outcome event. Ex-

baustive combination of the three cond itions of each possibly causa l

event (positiv e, negative , not-observed) with the two outcome conditi ons

(positive and negative) yields six differen t relationshi ps that can cx—

1st between each possibly-causal event and the outcome event for any one

situation ( line) in the problem. In terms of the implications of these

six relationships f or the causal rol e of the observ ed , possibly causal

events , thea. relationships are : 
- 

~~~~~~ - ---~~-~~~~
--
~~~-~~ ~~~~~~~ ~~~~~~~~~~~ 
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1. Co.ifirniation by positive outcome: The event is observed to be

present and the outcome occurs. This relation between the event and the
- 

- outcome is evidence for the sufficiency of the event for the outcome .

2. Disconfir inetion by negativ e outcome : The event is observ ed to

be present but the outcome fails to occur . This relation between the

event and the outcome is ev idence against the sufficiency of the event

for the outcome.

3. Disconfirmation by positive outcome: The event is observed to

be absent but the outcome occurs. This relation between the event an ’
the outcome is evidence against the necessity of the event for the

outcome.

1$~ Confirmation by negativ e outcome: The event is observed t~ be

absent and the outcome fails to occur . This relation between the event

and the outcome is evidence for the necessity of the event for the

outcome.

5. Uiinformative positive outcome: The event is not observed and

the outcome occurs.

6. U~informativ e negative outcome: The event is not observed and

the outcome fail s to occur .
.4

~~~~~~ 
Hypothesis. In each problem, the subjects were to evaluate

the causal role of one possibly causal event, the “target hypothesis.”

flow the ev iderce in each problem we designated the possibly—causal

event that was the hypothesized cause of the outcome event (e.g., A —+

F In the example problem). The task was to estimate the likelihood
(probability conver ted to a 0 to 100 scale) that the presence of the

———--- -_____________________
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target event , in isolation , would lead to the occurrence of the outcome

event.

Over the set of basic problems in each experiment , the nunber of

occurrences (and the proportion of occur rences ) of each of the perini ssi— 
V

ble evidence type s for the target event was varied , as were the nunber

( and proportion ) of each of the permissible evidence types for the al-

ternative causes.

Procedure

Subjects were tested in groups compr ising between 2 and 15 sub-

jects. Subjects were given printed instructions, which were read aloud

by the experimen ter while subjects read them silently. The instructions

pointed out the complex and uncer tain nat ur e of the causal evaluation

task , stressing that subjective estimates r ather than correct calcula-

tions were required . Subjects were told to consider each problem in-

dependently, and to assune that there was no relation between the events

in one problem and the events in any other problem. They were told not

to go back to consult any previous answers. The instruction s

highlighted the difference between definite ab sence of a possible cause

and lack of information about it. Also mentioned were the possibility

of unobserv ed events affectin g the outcome , and the limited nature of

the available evidence (in terms of nunber of possible causes observed

in each situation , as well as in nunber of aitiations) . The similarity

between the exper imental situation and the real world (in terms of the - 

V

limitations of the evidence and the complexity of the ta sk) was re.

psatedly pointed out .

V 
-— - -—~~~~~~~~~~

-
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The experiments were conducted as paper—and — pencil tasks . Problems

were presented in booklets , and subjects recorded their responses on

prepared answer sheets . Subj ects were permitted to mar k up the problem

booklets or to make notations if they so desired . The task was sel f—

paced , with the experimenter telling subjects when one—quar ter , one-

hal f , and three-quar ters of the estimated time had elapsed . There was

some variabilit y in f inishing times, with subjects in ExperIment 1 and

the abstr act condition of Exper iment 3 spend ing about one how , subjects

in ExperIment 2 and the concr ete condition of Experiment 3 about 90

minutes, and subjects in the Base Rate condition of Ex perIment 3 about

hal f an hour . All subjects were allowed adequate time to complete all

problems .

Within each of the five subject groups (Ex periment 1; Ex periment 2; r
and the three groups of Exper Imen t 3, to be called 3—Abstract, 3—Con—

orete, and 3—Base Rate) every subj ect receiv ed all sets of probl em iso—

mor~~s, with the order of administration of forms counterbal anced ~‘er

subjects on the basi s of order of arr ival at the experimental session .

The order of the problems within each form was rand omized independently

for each subject. The subj ect completed all problems of one isomcrçi~
set before another set was begun .

Experiment 1

In Exper iment 1, the evidence involving the target event was rca -

b icted to onl y those evidenc e types that did not directly discon firm a

causal relationship between the hypothesized cause and the outcome (that

/ /

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -.-~—.~T T ~~~L~- — — . . -
~~~~~~~
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is , to evidence types 1 , II , 5, and 6) . There were no instances of evi-

dence type 2 or 3, sinc, these violate sufficiency and necessity of the

target for the outcome. For all the other possibly causa l events in a

problem, thot€h (tha t is, for the alter nativ e causes or hypotheses ) , all

evidence type s were permissible ( types 1 throt~ h 6).

ExperIment 1 inv olved t~o isomorphic sets of 60 basic problems.

Exper iment 2

The causal inference problems in Exper Iment 2 differed from those

of Exper Iment 1 in that they allowed situations exemplifyi ng all six of

the l~~ically-possible relations between the target hypothesis and the

outcome . Thus , not only were there con firmatory and uninformative evi—

dance types inv olving the targ et cause ( types 1 and 1~, and type s 5 and

6, respectively) , but there were disconfirming evidence t ypes ( type s 2

and 3) as well . Instructions for this experiment were altered to inclu-

de a warning that inter act ions between possible causes might produce an

apparent rel ation between a possible cause and the outcome that differed

from the tr ue relation .

This experiment inv olved four replIcations ( isomorphic sets) of 50

problems. The iscmorph sets were counterbalanced ~~er subjects in a La-

tin Square design. Following the last problem set , subjects answered a

questionnaire about their strategies.

.!! ~~~~ 
Tests

ExperIment 2 included an additional set of materials: three brief

p.per—and—pencil Inductiv e rea soning tests. These were a geometr ic-

ser ies completion ta sk , a letter-series completion task , and a geometric

— ii.~at~ ~~~~~~~~~~ - ~~~ 
~~~~~ ~~~~~~~~~~~ —~ ——- -~~~~~ -V -~ ~~~~~~~~~~~~~~~~~~~~~~~
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analogies ta sk . In the geometr ic—series completion task , items required

a fbrced choice for items of the form A:9:C:D:? inv olving spatial rela-

tions between geometr ic forms. The letter series task wa s of the same

type , but inv olv ed alphabetic progressions. In the analogies task,

items were of the form A:B::C:? , with 5 response—al ternatives , and in—

volved spatial and geometr ic relations. The ind uctive rea soning ability

- : tests , wh ich were timed (10, 5, and 5 minutes for the geometr ic series ,

letter series , and geometr ic anal ogies, respectiv ely), were administered

before the sel f—paced causa l inference task . The thr ee rea soning tests

were giv en in rand om ord er for each group .

Experimen t 3 1 ~

-

The problems in ExperIment 3 inv olved the same fl11 set of evidence

types used in Ex per iment 2: Ill six evidence types were permissible for

the target cause and for all alternat Iv e possible causes.

-Abstr act

Althot€h the abstr act problems in ExperIment 3 (those using letters

of the alphabet for the events) were constructed independ ently of those

for ExperIment 2, they met the sane set of restr ictions. Here , thot€h ,

there were 60 problems , and two isomorphic sets . The instruction s from
- V 

Experiment 2 were used for these subjects as well.

~-Concrete

The problems in the concrete—content cx~dition of Exp eriment 3 were

formally identical to the abstract—content problem~ of that experiment.

There were two concret e-content domains: epidemics of disease s and de—

d ines in stock values. For each content domain , a set of 26 possibly- 
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causal events was assembled , wher e each event wa s a plausible cause of

the type of outcomes found in that domain ( that is, disease epidemics or

stock—value declines) . Exanples of these events can be found in the -

concrete—content problems in Table 1 • The se events were arbitraril y as-

signed to letters of the alphabet , and the evidence in each problem was

constructed by substituting a concrete event for the corresp onding let-

tar in the abstract version of each basic problem.

A particul ar concrete outcome event was also required for each

problem: the particular disease involved in the epidemics, or the parti-

cular industry in which stock values were dropping . For the disease

epidemics, we invented a set of 60 fictional diseases with names that

geve no information about the nat ur e of the disease, such as E~mpes Syn-

drome and Henley—Lincoln Disease; these diseases were then randoml y as-

signed to the 60 problems that concerned epidemics. For the stock ‘ V
crashes, we constructed a set of 60 types of cor porat ions covering a p

wide range of Industries, such as pharmaceutical companies , publishers,

resort operators, and fruit packers. These were assigned to the 60

problems with the constraint that the kinds of possible causes mentioned

in a problem had to be appl icable to the type of business assigned to

that problem: For exanpie, certain of the causes we used are sensible

only for manufacturing—type industr ies, other s only for serv ice-type in-

duetr ies. 
V 

V

The problen3 in each content domain were set up in a format ap-

proir iate to that domain. (See Table 1 for smaple pr oblems.) For the

disease epidemics, each line of the abstract problem was translated into
4

~~~~~~~ ~~~~~~~~~~~~ 
~~~~~~~ 

_ I V  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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the events or conditions present (or absent ) in one city , with the

outcome being an epidemic (or no epidemic ) of the disease assigned to

that pr oblem. For the stock cr ashes, each line of the abstract probl em

was tr anslated Into the events or condition s present (or absent ) in one

company of the ind ustry assigned to that problem , with the outc ome a

drastic drop (or no drastic drop) in the value of that company’s stock.

For the epidemic domain , the judgment requested was the probability

that in some other city , an epidemic of the assigned disease would occur

if the hypothesized cause were present. For the stock domain , the

judgment reque sted was the probability that in some other company of the

assigned industry, there would be a drastic drop in the val ue of stock

if the hypothesized cause were pr esent.

Each subjec t in the concrete — conten t group solved both the set of

60 epidemic problems and the set of 60 stock— crash pr oblems , with order

of administr ation counterbalanced over subj ects. The instruction s for

this condition var ied only sl ightly from those in the abstract cond i—

tion . They prepared subjects to judge problems from “two different

domains,” and provided a sample problem from a concrete content domain ,

al thoLEh a different one fran those the subjects would judge -—the rati— 
I -

flcation of a constitutional anendinent. The instructions also en—

ootraged subjects to use their pr ior knowledge about the causes inv ol—

ved , directing subjects to “keep in mind al.~. the information available

to you..-Information both in the problem and a read y knob~ to you.”

1—Base Rate -

The base-rate problems were the sane as the concrete-content prob-

V - - ~~~~~~~~~~~ ~~~~~~~~~~~~ ____
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lass of Experiment 3, except that each problem provided no evidence, and

gave only the conclusion to be judged . &~bjects in this condition saw

questions of the form , “What is the probability that , in some city ,

there would be an epidemic of Iiiipp’s Disorder If diseased cattle were

sla.~htered and so)d?” , and “Wha t is the probability that , for sane cot—

Iè~e company , stock values would drop drastically if there was political

~~~eaval at the company’s foreign location?” .

Here , the instructions told subjects that they would be asked to

Judge the likelihood of sane outcome’ a occurring under cer tain cir—

ctmstances. &ibjects were giv en no other information about how to

determine the answer , except that they were to try to use the full range

of the rating scale.

RESULTS

Basic Statistics

The mean response for each data set, over subjects and over items ,

Insert Tabl e 2 about here —

appears in Table 2. These mean responses appear , on preliminar y inspec— -

tion , to be qui te similar • Since Experiments 1, 2, and 3 inv olved dif—

f~rent sets of basic items, we did not perform any comparison s of mean

response across experiments . For the three data sets of Exper iment 3,

however , tw c~inparisons are reasonable: Ca) a comparison betwee n

responses to shstr act.-content problems and responses to concrete -conten t

problems (between subjec ts) , and (b ) a comparison between responses to

epidemic—domain problems and responses to stock—domain problems (within

i 1

V 
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subjects) .

For the first comparison , we calculated the av erage response for

each subject ( collapsing over forms and items) and compared the means - 
-

for the abstr act—content group with the means for the concrete—content

group . The difference between grou ps , with means of 31~.99 and 36.20

respectiv ely, was not significant , t (100 ) = .62. This absence of dif—

ference s~~gests that subjects in the two groups were using similar de-

cision rules in maldng their judgments ; additional , more fine—grained

analyses will explor e the similar ities. 
V

For the second comparison ( epidemics versus stocks) , the subjects’

mean respon ses to epidemic problems were compared with mean responses to

stock problems, by a matched — sampl e t—test ov er subjects . The mea n

respon ses to epidemic problems were significantl y lower than the mea n

responses to stock problems (bo th giv en in Table 2) , t (61) 2.e7, 2 <
.01. Given that the estimates (ran the base—rate subjects were also

much lower for the epidemic problems (33.96 , SD: 1 I~. 71) than for the
— stock problems (L$Z$.65, SD: 13.33), the difference for subjects giv en

the full problems can be attr ibuted to differences in the base—rates.

Further analyses will clarify the importance of differin g ba se—rates .

Rel iabili~y

• C~e of the striki ng aspects of the data we collected was their high

reliability. Evaluation of the adequacy ~t our regression models re-

quires estimates of how much reliable var iance there was in each data

V 

set. We mea sured reliability in a nunber of ways—between forms ( iso—

mor Ø~ic sets) , betwee n rep l ica~ton s (order s of presentation ) , between

_________________________________________________________________ — 
~~~~ ~~X~a L~. ~ — — ~~~~ 
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subjects, and within subjects . By all of these measures (presented

below for each data set) , our data appeared to hav e ver y h igh internal

consistency.

Exper imen t 1
V i Using mean responses over subjects , the correl ation between form s

of the problems , adjus ted by the Spearman-&-otz~ formula , was .98 ; the

corresponding correlation between repl ications (here , the fir st— vs the

second—presented set) was .97. Consistency of responses over subj ects

was assessed using 0-onbach’s coefficient alç*~a (Qonbac h , 1951). For

this exper imen t , alçk~a was equa l to .96. SInce these mea sures of relia—

bil ity all towed the responses to be little infl uenced by form , order ,

or individual subj ect , it was app ropriate to do regression mod eling of

this experiment on the basis of a mean response to each of the basic

problems , averag ed over the se other three variables.

Experiment 2

In this experiment , pa ir wise correlations among the four forms and

amon g the four repl ications were also very high (adju sted mean r both

.99). Qonbach’s coefficient alma showed the rel iabilit y over subjects

(collapsing over forms) to be .99.

In this experiment , where we modeled ind ividual as well as group

data , we looked at the reliability of responses fran ind ividual sub— •

jects. We as!essed within— subject reliatility by averaging each

subject’s respo nses to Forms 1 and 2, and averaging his responses to

Forms 3 and 11. For each subject , we correl ated these two 50—item sets,

- 
- 

and adjusted the correlation s by the Spearman-~~o~m for mula. The mean

L~~. 
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of this re liabil ity coefficient , over subjects , was .83 (SD = . 11 ) .

• Experiment 3

~—Ab str act. In this data set, the adjusted correlations between

forms and between repl ications were both .98, and coefficien t alma was

.99.

3-Concrete. Rel iability of responses to these problems was as-

sessed in three ways : collapsed over content domains , within each con-

tent domain , and between content domains. Collapsing over domains,

coefficient al j*ia was .99 . Reliabil ity within each domain was asse sse:!

by correlati ng the respon ses, cc.~llapsed over subjects , to a domain when

it was the first—presented set with responses to that domain when it was

the second—presented set (a between—subjects comparison) . This ccrre] a—

tion , adjusted by the Spearman—Broit~ formula , was .98 for disease epi-

demics and .97 for stock crashes. Although this reliability is quite

high , ev idence (ra n the between—domains comparisons suggests that the

apparent rel iabilit y within domain is due to the rel iability of respon-

ses to a given basic problem ( that is , to the abstract aspect of the

evidence) rather than to subjects ’ consistent use of the base—rate pro—

- 

- 
babilities : The correlation between concrete domains was very high (r :

.97) . As another measure of this same aspect of the rel iability , the
- 

- 
• correlations between the responses to the abstract problems and respon-

ses to each concrete domain were also very high: v : .98 and .97 for

epidemics and stocks, respectiv ely.

~.Base Rate • The base—rate estimates themselves were quite rel ia—

b]., as assessed by the procedures used above for the concrete—content

_ _ _ _  
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problems . For the base—rate problems , the correlation between orde r s of

administr ation (ad justed by pearman—Bro~ri) was .93 for the epidemics

and .91 for the stocks . For this base—rate condition , there wa s , of

course , no rel ation between a problem in one domain and the cor respon-

ding problem in the other domain , since resp onses here were j ust ratings

- 

- 

of the tar get hypothese s, which were rand omly assigned to the basic

problems. The correl ation s above demonstrate that there was great con—

sen sus among subjects about the relativ e stre ngths of the causal rela-

tions between the various causes and their outcomes.

Models

Proposed ~ del of Gro~~ Data

The model we propose as the best accoiz~t for subject per formance

over all three exper iments combined is one consisting of five indepen-

dent variables (plus the regression constant , which represents what the r
level of response would be in the absence of ev id ence) . These varia-

bles , taken together , extract a large portion of the potentially

relevan t information in each problem; they ar e sensitiv e to the observa—

tions in a problem that suppor t and oppose the target hypothesis , as

well as taking into accot ait the evidence in fav or of competing possible

causes. These variables represent:

1. confirmation of the tar get hypothesis by joint presence of tar.
‘p

get and outcanc~ (evidence type 1 described earlier),

2. disconfirmation of the target hypothesis by violation of suffi—
- ciency of the target for the outcome (ev idence type 2),

3. disconfirmation of the target hypothesis by violation of neces-

V
t

- 
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sity of the target to the outcome (evidence type 3),

• 1$• confirmation of the target hypothesis by joint absence of tar—

get and outcome (ev idence type 11) , 
-

5. disconfirmation of the target hypothesis by the strength of al—

- t ternative hypotheses.

- 
- For each problem, levels of the independent var iables for the first

four evidence types were determined by simply coiziting the nunber of 51 
l F

tuations in that problem that fell into each of the four categories.

Levels of the fi fth variable were determ ined by compiting an index of

causal relatedness (to the outcome) for each alternative variable in a

problem, and then taking the av erage of the two highest scores on that

index • The index consisted of the sun of the nunber of observations

confirming the causal role of some alternative hypothesis minus the nun—

ber of observ ations disconfirining the causal role of that hypothesis.

Confirmations and disconfirmations were based on the relation between

the alternative and the outcome, with joint occurrences and joint absen-
V ces considered confirmation, and mimnatches in presence and (Iono~rti ) ab—

aence considered disconfirmat ion . By this procedure , a variable was

ocmp.zted for each problem that represented the average strength of the

two al ternativ e causes that were the best competing explanation s for the

outcome.

The adeq uacy of the proposed model can b~ evaluated in many ways :

by its fit to the data (in terms of variance ecco~mted for and *i~accou~—

ted for) , by the plausibility and comparability over experiments of the

model’s parameter estimates, arid by the model’s superiority aver plausi—

-
~~~~~~~
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ble alternativ e models. The se criteria will be disussed in the sections

imnediately below. Add itional cr iteria , such as the model ’s relation to

data (ran other research , and mor e global features of the mod el , will be

covered in the “General Discussion” section . 
•

Goodness—of—fit. As the initial portions of Table 3 show, this

Insert Tabi;3;bout her;

model prov ides a good account for the responses in all five sets of data

(Ex per iments 1 , 2, 3—Abstract , 3—Stocks , and s—Epidemics) . In terms of

the proportion of the variance accoun ted for , this model provided a uni-

formly good fit to data (ran three completel y independ ent exper iments ,

inv olving both different subjects and different problems.

Limitations of the proposed group model. We should point out that

this model is being espoused not as the “true” model for these data , but

onl y as the best of the alternatives on the basi s of ow criteria . O~m-

paring the R—squared for each d ata set with its reliabil ity (given ear-

lier) , there is clearly a sizable gap between the proportion s of varian—

ce accounted for (.8~ to .90 ) and the reliabilities (all ov er .96 by

different measures).

The failur e of the proposed model to capture all the systematic

variance in the data is also demonstrated by an analysis of residuals.

We separated out two non— overlapping subsets of respon ses for each of

the five data sets . These subsets consisted of responses, collapsed

over all relevant subjects , either to half the isomor $ sets of the

problems (Exper iments 1, 2, and 3—Abstract), or to halt the replications

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~ ~~~~~~~~~~~~~~ —
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of the problems (Ex per iments 3-Stock and 3—Epidemic). Separate regres-

siori anal yses were run for each subset , and residual s were record ed an

an item—by—item basi s ( predicted minus observ ed value) . The correlation

between the sets of residuals was significant for each of the five data

sets, with all coefficients greater than .75, based on 50 or 60 pairs of 
- 

-
.

residuals (all ~p < .001). If the variance not accounted for by the

model were not systematic , these residuals would rep resent only error ,

which would be expected to show no systematic relation ship across sub—

- 

- 
sets of data . Given these large and significan t correlation s between

resid ua ls, we must conclud e that there Is systematic var iance in the

resp onses that our preferred model is failing to capture.

Canparability and plausibility of parameter estimates. Q~e measure

of the goodness of the proposed model is the extent to which the same y
independent variables are significant for each of the data sets. Thble

3 gives the regression coefficients for each independent variable; all

the indep endent variables includ ed were significan t in every experiment ,

at p < .01 or better , with one exception: The Joint Absence evidence

type for Experiment 3—Stocks was significant only at the .05 level.

(The two directly disconfirin ing evidence types did not enter into the

model for Exper Iment 1, of cour se, where no direct d isconfirmations were

permitted in the problems.)

The adequacy of the proposed model can also be evaluated by the cx—

tent to which a single group of independent variables displays compera—

ble and rea sonable parameter estimates for each data set in which it ap.

pears. In the case of the current model, we would minimally require

- - — 
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that the two confirmatory evidence types would take positive coeffi-

cients, and the three diaconfirmatory types, negat ive coefficients.

This expected pattern is confirmed (see Table 3) .

Beyond this initial test of rea sonableness , close inspection of the

coefficien ts fur ther supports our model . The relationships between the

coefficien ts within any one exper iment tended to be repeated for the

other experiments as well. For example , the weight given to positive

(Joint Presence) confirmations tends to be much larger than the weight

given to negat ive (Joint Absence ) confi rmations. Wi th the exception of

Exper iment 2, wher e the values for Joint Pr esence and Joint Absence are

nearly equivalent ( for rea sons to be discussed below) , there is a siza-

ble bias in fav or of Joint Presence as a positive contr ibutor to the

probabil ity that the outcome will occur giv en the presence of the target —

cause .

F~rhaps, given the particular question that subjec ts were asked in

each problem, this lopsided view of confirmatory ev idence is not

st.r gr ising. At an abstract level , either form of confirmation should

increase a person’s subjective estimate of the conting ency between tar -

get and outcome. The Joint Presence instances, tho~~h, also provide cx—

enpiars of the actual relationship to be jud ged , that of joint presence.

Joint Absence may, in a statistical sense , be as informative as Joint

Presence with respect to the strength of the causal relation, but joint

presence can be seen as more relevant to the prediction of future joint

presence. ~ -

[1

1 1r

lier . Ex~~

1

en11

fails to~~~llow this pattern of
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unequal valuation of confirmations by jo int presence versus joint absen-

ce. This deviation from the results of the other four data sets can be

explained in terms of some un fortunate limitations in the problems for

that exper iment. The var iabil ity of the confirmatory ev idence types for

Experiment 2 was extremely small (with stand?rd dev iations of .70 and

.110 for Joint Presence and Joint Absence, respectiv ely) in comparison to

the variabil ity of those evidence types in the other experiments (1.~ 1

and 1.16 for Exper iment 1; 1.29 and .83 for Ex per Iment 3). In fact , Ex-

periment 2 had the smallest variation between problems for every evid en—

cc type ex cept Strength of Alternatives.

This restr iction of the variance of the independent variables may

have made the parameter estimates somewhat misl ead ing , and may account

for the fact that the R-squared of the proposed model was lower for Lx-

per lmen t 2 than for all three data sets of ExperIment 3 (.8L 1 vs .90 ,

.88, it .90); and was even lower than for Exper iment 1 (. 8M vs .85), in

which the two disconfirming independent variables were absent. Relative

to Ex per iment 3—Abstract , the more restricted range of the val ues for

the evidence types in Exper Iment 2 led to less variability in the depen—

dent measure. As sho~e~ in Table 2, there was less variability between

problems in the mean response over subjects: the standard deviations

were 111.96 versus 18.90, significantly different from one another (F

(59,119) 1.(0, 2 < .05). Thus, the reduced variability in the depen—

dent measure seems to explain the smaller R—squared values and the

somewhat dev iant parameter estimates in the second experiment.

Mditional evidence for the consistency of ow proposed model ~~er
1~.

— —— ________________
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all exper iments, and for its rea sonableness as a psychological model as

well, comes fran comparing parameter estimates for the two disconfirming

ev idence types. Table 3 shows that v iolations of sufficiency (A —+ —E ) 
V

were taken to be more damaging to the target hypothesis than were viol a-

tion s of necessity (—A ~+ E) in all four data sets where these evidence

types appeared . R~iloso~~ers hav e argued for centuries about the rela-

tive contr ibution s of necessity and sufficiency to causality (see Beau—

champ, 19711; Sosa , 1975). In ow experiments , however, the task was

more specific than that of evaluating “causality” ; 
- 

our subjects were

evaluating the probability of the occurrence of the outcome in the

presence of thi target alone , clearly a judgment more dependent on the

sufficiency of the target for the outcome than on its necessity for the

outcome. Giver this task , it is rea sonable for subjec ts to be more con—

oerned about violation of sufficiency , which is the relation to be

Judged , than about some other v iolation of contingency . As was the case

with the two types of confirmation , these tw, types of discon firmation

may both contr ibute to the assessment of a causal relationship, but one

(in this case , v iolation of sufficiency) may have been perceived as more

relevant to the question at hand .

Alternative Itodels -

In this section, we will cover the comparative evaluations of the

proposed mode:. , descr ibing some of the c. ther models and variables we

tested , arid how they fared as accounts Of the data . First , we will dis—

cuss alternative representations of ev idence directly relev ant to the

hypothesized cause , and then we will discus$ alternative representations

- ~~~ 
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of information relevant to the causal role of competing causes.
• Ev idence directly relevant to the target . C~e plausible method of

evaluating the evidence in ow problems is by considering the proportion

— of target—outcome relations that were of each type . Altho~~h the pro—

posed model inv olves counting the nunber of occurrences of each ev idence

type , there are good argun ents in fav or of mea sur ing their proportion

instead . I~ ing proportional independent variables , the response mea sure - -

becomes less dependent on the nunber of observations in the problem. We

explored some of the possible conceptualizations of “proportional- infor-

mation ,” each with its owi rationale. For each of these alternative

models, the “Strength of Al ternatives” variable was includ ed for compar-

ability to the proposed model .

1. O~e proportional approach is to take the nunber of instances of’

each evidence type and divide it by the total nunber of’ situations

(lines) in the problem. This measure is grounded on the notions that

(a) the situations presented are a sampl ing of a larger set , and (b)

despite the small nunber s, these observ ed situations are representative

of the larger set. The model based on these simple proportions as in—

dependent variables did not fare well: The R— squared measures were

below those of the proposed model for each data set , as sho~e~ in Table

Insert Table 11 about here

Ii. The simple proportional model resul ts in an average loss of .05 in

variance accounted for relative to our preferred model .

2. k~other conception of proportionality involves discard ing si- 

- - - - 
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tuations that are uninf ormati ve relativ e to the target (evidence types 5

a~ad 6) ,  and çroporti ona lizing over the nunber of informative situa tions.

This model is even poorer than the simpl e-proportion mod el above. The

fl—squared values, given in Table 4 , showed that this model was worse in

every case, for an average decrement of .12.

3. We also considered the possibility that the evidence type s

should be seen in relation to the nunber of observation s with the same

outcome—for example, that the prevalence of Joint R~esence is best

measured by the proportion of Joint R’esence situations among all situa—

— tions where the outcome occurs. &lbj ects did not seem to be using this

approach: The fl— squared measures for this model were lower for every

experiment than those of the preferred model , with an average decrease

of .12.

II. The last of this set of models was a combination of the two

models isinediately above, that is, discarding unin formativ e situations

and then div id ing by the nunber of remaini ng situation s with the same

outcome . This approach could not be tested for ExperIment 1: Giv en the

absence of evidence types 2 and 3, these variables would represent Joint

Pr esence over Joint Presence, and Joint Absence over Joint Absence, and

thus would either have the value of 1, or be undefined ( zero over zero) .

We did test this model for the four data sets of Ex per iments 2 and 3,

9 and it resultid in fl—squared values that were lower for all (mean loss

of .17). -

5. In another vein entirely, one can conceive of the appropriate -
-

V

value fbr each evidence type depending on the nunber of variables (whose
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presence or absence is ~o~obr$ ) that could hav e been responsible for the

outcome in each situation . This would mean , f or  exampl e , that the ap-

propriate conception of a Joint Pr esence situation depends on the nun ber

of variables observ ed in that situation: The observation would be mor e
- 

- informative with respect to the target if there were , for exampl e , only

two possible causes r ather than five. Thus , each independ ent var iable

in this model was derived by dividing the nunber of’ occurrences of’ each

evidence type by the nunber of’ var iables observ ed per situation (which

~~s constant within a problem) . This mod el did not do as well as ow

proposed model for any data set—the R— squared values were , on the

average, .08 below those of’ the preferred model .

All five of the above alternativ e approaches, then , compare ui-

favorably with our proposed model . We also tested one more approach ,

somewhat different from the ones above: a ~~yesian estimation of the

probability . This approach inv olved calculating the probability of the

outcome giv en the presence of the target , using Payes’ Theorem. Giv en

that the nunber of observed situations per problem was at most five , the

~~yesian approach may be inapprop r iate , or too crude to be useful .
• Perhaps this explains why the independent variable representing the ~~y—

esian estimate was so poor: In models including the ~~yesian variable

- 
- . along with the variables of our proposed model , the Eeyesian quantity

did not even enter the equation . We can conclude, then , that subjects -

were not using a ~~yesian approach in their evaluation , a frequent fin-

ding in the j udgment literature (of. ~Versky & Kahneman , 197 1$) .

We also tested a nunber of other approaches in an attempt to see if
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there was any nonl inear 4ty in how subjects were affected by the nunber

of occurrences of each ev idence type . These includ ed using nonlinear

b’ansformations of the nunber of occurrences of’ each ev idence type

(e.g., reciprocals and square roots) , separating out the first occurren—

ce of each evidence type from subsequent occurrences (to see if these

were unequally weighted), and conver ting the nunber of occurrences into

a binary variable (no occurrences vs. any occurrences) for each evidence

type . All of’ these approaches resulted in a significant decrement in

fl—squared , relativ e to the proposed model . Thus , results for the alte’ —

nat ive models just described provided no suppor t for the notion that the

varianc e left unaccounted for by the proposed mod el reflec ted nonl inear-

ity in the subjects ’ consideration of ev idence , althoi~ h , of cour se , we

tested only a few of the possible forms nonl inear ity might take .

!ii idence relevant to competing cause s. Other aspects of the evi—

dance could also be perceived in ways that differ from the proposed

model. The proposed model has a single variable representing the

strength of competing causes. We tr ied other alternatives in which in-

div idua l. evid ence types relevant to the best competing hypotheses, to

the ar ithemetic average of the best two competing hypotheses, and to a

weighted avera ge of these two were added to the models. All effects

were too weak to be statistically significant . The su~riar y variables ,
— such as the one in the proposed model , where all the evidence relevan t

to a competing hypothesis is collapsed into a single index of causal

strength , fared much better . We tested three of these variables : (a)

the proposed Stre ngth of Alternatives variable , rep resenting the averag e

— - -— •--‘— —
~

-—--
~~~~

——- —--
~

--—
~

-.—•
~

-—•s — ~~~~~~~~~~~~~~~~~~~~~~~ _~~ ~~~~~~~~~~~~~~~~~~~~ —_- --- _ -.- - - - - _____________________
-~ - -

- - -  - -V



~~~~~~~~~~~~ - - 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ________________________________ - -

- - ---- --— - — —V -~ ~
-U - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - —-V.--—.- -- t—~~~—-~~~ —~—---- --— -. - --

Causal In ference

37

strength of the best two com peting causes, (b) a var iable representing

only the single best competing hypothesis , and (c) a var iable rep’esen—

ting a weighted average (3 :1) of the s~nnar y indices of’ the best two

competing hypo theses. The patterns of superiority for these were

somewhat mixed over data sets . The variable we finally chose as the

best for the proposed model was a compromise; we cannot claim that it

is obv iously superior in all cases.

An al ternativ e way of looking at~ competing hypotheses is to assune

that eov ar iat ion between target and competitor s is informative. That

is , if there was a competing cause that covaried to a large extent with

the target , the responsibility of’ the target for the outcome is dimin-

ished . We found no ev idence that subjects were sensitive to this co-

variation ; nun erous indices mea sur ing covariation failed to con tr ibute V

significantly to our equations.

Another possibility is that subjects considered only those corn—

peting causes that were super ior or equal to the hypothesized cause in

their relation to the outcome . This approach was apparently not used ,

thoi.€h: Ind ependent variables representing this approach (in a few dif—

f~rent ways) we~e inferior to the proposed Strength of Al ternatives

variable (which evaluates alternatives independently of whether or not

they are better explanations than the target cause).

Another pc-ssible way of taking competirg causes into account is by

simpl y counting how many different ones there are in a pr oblem. This

approach , however , appeared not to have been used by the aubj ec ts.-..a

var iable representing this quantity failed to reach significanc e in all
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data sets .

Models of Ind iv idual Subject Data

Cur model ing of ind iv idual data was designed to serv e two pur poses.

Fir st , we wanted some mea sure of the extent to which the group model was

an appropriate representation of the performance of ind iv iduals. To ac—

ccinplish this, we wanted to identify subjects whose responses might hav e

been better described by models other than the preferred group mod el .

Second , we were also interested In relation ships between subjects’

behav ior in evaluating causal ev idence and other measures of inductive

reasoning ability, as assessed by looking at relations between a

• 
subject’s ind iv idual model and scores on the other inductive reasoning

tests .

Fit of the proposed model to individuals. We performed a regres—

sion analysis on each ind ividual subject’s data , using the same set of’

ind ependent variables as in the proposed group model . Oi,erall , the

group model did a good job of accounting for the data from ind iv idual

subjects . The mean over subjects in proportion of variance accounted

for was .61i (SD = .15), for data that had a mean rel iabil ity over sub-

jects of .83. The mean over subjects of the proportion of reliable

variance accounted for C R—squared div ided by reliabil ity) was .77 (SI) :

.16) .

Cur atten~-ts to find subjects who were likely to be using models

other than the proposed one were not very successful . There was a

strong correlation between fl— squared for the proposed model and the re-

liability of’ the subject ’s data , “ (58) z .50 , p <.001. O~e result of 
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this wa s that , in general , subjects who had poor fits to ow proposed

model were assured by the low reliability of their data of hav ing poor

fits to ~~~ model . To circunvent this probl em , we separated out the

group of subjects with the largest amoun t of’ unaccounted for !ystematic

var iance , to see if we could find evidence of’ their uniform and con-

sistent use of some other model . Inspection, of’ this mea sure (rel iabili-

ty minus R— squared) identified six subjects whose scores clustered abov e

the remainder of the group . We correlated the resp onse sets of these

six subjects among themselve s. Agreement was quite low : The mea n

correlation between all possible pairs of’ these six subjects was .34.

(This mean can be compared with the resul ts for the six -subjects with

the amallest amoun t of unaccoun ted— for systematic var iance , where the

mean correl ation was .64.) Thus , the subjects poorly fit by our model

appear to hav e used idiosyncratic or inconsistent decision rules .

There was no evidence for their use of some other shared mod el .

Rea soning tests. Scores on the three reasoni ng tests were highly

correlated (al l r > .52) . A factor analy sis on these scores was perfor—

med to provide a single index (factor score) of’ rea soning abil ity for

each subject , to be used in conjunction with that subject’s regression

modeling. The factor analysis yielded a single factor , with approx lma-

V • tely equal weightings on the three test scores. Since this derived

• reasoning fact or correl ated almost perfectlj  with a simple mean of stan—

dard ized scores on the thr ee tests Cr: .99), the composite z scores

were used for all fUr ther analyses involving the reasoning tests.

Th. correl ations with ow abil ity—test data were disappointing . -
~~~~~
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Beyond the correlations among the test scores and factor scores, there

were no significant relation s to the estimated parameters of the model ,

mode], fit , or reliabilit y. 
V

Mod eling Concrete— Conten t Items

As mentioned earlier , there was little effec t of base rates on sub-

jects’ responses, beyond the possible effect of higher base rates produ -

cing higher responses for the stock problems than for the epidemic p’ob—

lens . It appeared from the between— domain comparisons of Exper imen t

3—Concrete that subjects were very str ongly infl uenced by the abstr ac t

pattern of the ev idence. This does not , howev er , preclude the base—rate

probabilities of the hypo the sized causes havin g some effect on respon—

ses , altho t€h such an effect would surely be secondary. Some simple

correlational measur es impl y that there is a rol e played by the base—

rate probabilities. If’ there were such an effect , it would appear in a

measur e of the deviatio n of each concrete problem from its correspond ing

abstract problem. Correlatin g this deviation score for each problem

with the base—rate probability f o r  that problem , we obtain an estimate

of the extent to which deviation of the concrete from the abstr act was V

due to the base—rate probability of the target hypothesis. Taking a sim—

pie difference between concrete and abstract versions of each problem,

and then correlatin g this with the base—rate for that problem, yields

significan t correl at ions: overall , r (120) = .111, p < .001; for the epi-

demics, r (60) :.Zl1~ p <  .001; for the atociw , r (60) : .31 , p < .02. -

~~en a regression was performed with the base rate as an additional

predictor variable, along with the variables of the proposed model , base

L~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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rate did not add statisticall y significant prediction to the model . In

fact, even if  the predictor s for the concrete—conten t item respon ses

were reduced t~ two—th e resp onse to that problem in the abstract form

and the base rate -—the effect of base rate was still almost nil : For

the stocks , the base rate was a non—significan t parameter , while for the

epidemics, it was signi ficant (at p < .001) , but added less than .02 to

the fl— squared . Clearly, the incre mental impact of the base rates wa s

very small.

We also calculated a variable to represent a different possible j n_

corporation of the base—rate: a multiplicative one. This variable ,

thoi.~ h , failed completel y, not enter ing the models significantly for

either concrete set.

O~e possible explanation for this neglect of base ra tes is that the F
use of two different domains led subjects to feel that they should

disr egard then , even thoi.€h the instructions encoura ged them to use

their pr ior information about the causes. This explanation probably

does not accoun t for our finding s, thoi.~ h. Assuning that this contan—

ination due to multi pl e domains a ffected the second—p resented set cx—

citmively (or at least , pr imarily ), we would then expect base—rates to

be mor e important for the first-presented set for each subject. We

found no larger role of base rates when we model ed responses to each

content—type .k~en it was the first—presented set than when it was the

second—presented set, nor was the correlation between the base rate and

the deviation from abstract response s any higher for the fir st—presented 
- 

-

set than for the second-presented set— it was, in fact , nonsignificintly
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lower ( .27 vs .37) . Thus , subjects were no more sensitive to base rates

in ~the concrete domain they saw first .

This neglect of base rates is not surprising or uirrecedented : A

large literatire provides examples of other situation s where base ra tes

have been statistically relevant , but ignored by subjects (e.g., Lyon &

Slovic , 1976; Nisbett , ? rgid a , G’andall, & Reed , 1976). There are si—

tiations, thot€h, where sub,je cts have been shown to be sensitive to base

rates (e.g., Ajzen, 1977; Carroll & Ziegler , 1977). ~~e explanation

that has been offered for the pattern of use versus nonuse of base—rate

information is that of Tverslcy and Kahneman (1977) : They propose that a

causal interpretation of the base rate (as opposed to a diagnostic one)

is required for subjec ts to at tend to base rates. That hypothesis ap-

pears to predict that our problems would inv olve the use of base rates ,

since the relation between the base rate and the judwnent being made

seems approp riately causal . Perhaps a better explanation for the

neglect of base rates in ow case is one similar to a proposal of Nis—

bett & Porgida (1975): When subjects hav e a great deal of other informa-

tion fran which to detennine their responses, they tend to neglect base -

rates. In ow problems, subj ects may have felt that the information

presented about the role of the hypothesized cause was more nearly corn-

plete and more relevant , even perhaps more reliable, than any intuitive

est imation of the base rate probability for that cause .
I’

Alternatively, the appar ent nonuse of base rates by subjects in ow

study might have been due to wea)a esses in problem-construction: The

be rates for ow concrete cause s may not have differed sufficiently

— 
A 
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from one another . Althol€h the different causes were assIgned a wide

range of base rates by subjects in Ex periment 3—Base Rate ( from 10.~ 1 to

69.~ 1 on a 0-.to— 100 scale) , the restr iction of possible causes to ones

that were plausible may have made the tr ue range of the base rates used

qui te snai l—too snail for effects of base rates to be significant.

9~bjects’ insensitivity to the manipulation of abstract ver sus con—

crete items has some interesting Impl ications for per formance with

abstr act—content problems . O~e could argue . that the ab stract -content

problems present to the subjects a highly impoverished stimulus. ~~t ,

subjects did not appear to use the additional information available when

the problems were mad e richer and more complex by using concrete causes.

Thus . for the abstract problems, the reliability of responses and the

simpl icity of’ the var iab les accounting for responses is not readily at-

tribut able to the poverty of the presented information. r
In the same vein , the similarity between abstract and concrete ver-

sions of the problems casts doubt on the notion that subjects were doing

estimations of correlation rather than of causality when given abstract

problems. The presentation of items with concrete conten t would make

causal relations more salient than the abstract items would : The rela-

tion between mosquito infestation and disease epidemics, for exemple, is

• hardly bidirectional . If subj ects were sensitive only to correlation

- when given Lbstr act p’oblens, one would expect differences between

responses to abstr act ver sus concrete items on the basis of the saliency

of the causal relation for the concrete—content problems. It might well 4
b that causal analysis is routinel y done using the aeme methods by

- 
- -- - .
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which people assess correlation—all we are claiming here is that sub—

jects in ow experiments were probably using sane version of whatever V

procedures they normally use for evaluating causality.

Similarly, one could argue that responses to concrete problems re— V

flected a search for higher—order causes to explain both the ta rget

V - cause and the outcome, a strategy that would be feasible only for the

concrete-content problems. The absence of a differenc e between concrete
— and abstract problems makes it implausible, tho i€h , that the possibility

of higher—order causes had any significant effect on responses.

~~NERAL DISCL~SION

Features of the Proposed ~ del

Earlier , we discussed the ad equacy of the proposed model in terms

of its overall goodness of fit , the comparability and plausibility of

the model’s individual independent variables and their weights , and the

model ’s super iority over plausible competing mod els. In this section ,

we will discuss the adequacy of the model in terms of the relation

between the proposed model and data fran other tasks , and the extent to

which the model meets criteria of uniformity, completeness , and simpli-

city .

Firallels with Other 1~ta

A comparison of our resul ts with the existing literature on sub—

Jeata’ behavior in other hypothesis-testing tasks shows good concordan—

as. When subjects are proposing tests of some hypothesis, there 
- 

is a

strong bias for seeking out and attending to positive confirmations as

th. most informati v e type of datun . This occurs both for subject-

~~~~~~~~~~~~ ~--
-
~~~~~~~

-
~~~~ V~~~~~~~~ V 
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generated hypotheses (e.g., Wason , 1960; 1968; Wason & Johnson—Laird ,

19fl), and experimen ter—determined hypotheses (e.g., &~yder & ~ sann ,

1978).

In ow experiments , there is a comparable overall focusing on p,si—

t ive confirmation: The Joint Presence evidence type is the single best

predictor of response, as shobal by tPree mea sures. First, Joint Presen-

ce is the first variable to enter the stepwise regression for all data

sets. Second , it has the highest individual regression coefficient F

statistic of all the variables in the proposed model, for four of our

five data sets (the exception wes Ex per iment 2, where Joint Presence

suffered from limited variability) . Third , in the fitting of the pro—

posed group model to Ind ividual subject data , Joint Presence wes the in-

dependent variable that reached significance for the largest nunber of

- 

— 

subjects (90%).

The focus on positive confirmation can be seen as ev idence of a

more general bias against negativ ity . For exanple, the preference of

ow subjects for Joint Presence over Joint Absence as confirmatory evi-

dence is consistent with the psychological literature on many forms of

- inductive reasoning, where information in a negative form is undervalued —

relative to its true importance : Most relevant here is the research on

concept identification (e.g., ~~uner , Ocodnow, and Austin , 1956) and on

contingency e~t1mation (e.g., Seedsiund , 1963).
V Combining portions of the information presented earlier , we can

draw two general i~~tions about how negativ ity affects subjects’ hy— 4
poth.sis evaluation . First, information in a positive form (Joint
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Presence vs Joint Absence) tends to be more Important to subjec ts than

information in a negative form . Second . information with a positive

meaning (confirmation vs discon firmat ion) tend s to be mor e important to

subjects as well. These preferences can be seen as man ifestations of’ a

more general preference for positiv ity over negativity , found not only

in many other forms of’ Inductive reasoning, but also in other cognitiv e

domains (e.g . language comprehension, sentence verification , ded uctive 
—

P inference, social inference, and language developn ent) .

U,iformity , Completeness, and Simpl icity

(vie positive feature of the proposed set of variables is that they

are all basically of one type . The four variables directl y relevant to

the target hypothesis are computed in a un iform fa shion , and the Fifth

variable can be seen as (more or less) a combination of these same ev i-

dence types, in this case from the perspective of the competing (and

thus individually less important) causes. Given the range in the manner

of computation of the variables tested for alternative mod els, the pro-

posed model presents variables that are highly consistent with one

another in terms of what they measure and how they measure it.

This Is not to Imply, however , that the variables in ow model are

the only variables, or the only kinds of variables, that affec t causal 
- 

-

inference. 0 the contrary, it seems likely that other kinds of varia-

bles account for at least some of the systematic variance left unex-

plained by the proposed model .

Another dimension to consider is that of completeness of the model .

Together, the fiv e variables in the proposed model encode most of the

V 
~~~~ ~~~~~~~~~~~~ 
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informat ion relevant to the causa l relation between ta rget and outcome,

or . at least are sensitive , in some limited fashion , to most of that in— 
V

formation . We do not claim that these variables cover all possible

method s of’ assessing this causal relation . Nor do we claim that these

variables rep resent precisely and completely the decision rules used by

subjects ; the proposed model does not account for all systematic varian-

ce. We do , howev er , assert that the overall model is mad e more pl ausi—

b].e by its completeness ; our model reflects (at least partially or in—

direc tly) most of the important aspects of the ev idence——incltding those

s~~~ested to us by othe r research and by our subjects in their repor ts

of the strategies they used .

Accepting that subjects hav e limited capacity to process in forma-

ti on in a giv en problem , a model with few paraneters, whose variables

are similarly computed and encompassing of’ the evidence , has more —

psychological- plausibility than one whose variables are both div erse and

selective. In addition to the se properties , discussed above , another

psychologically important dimension is simpl icity of the variables , or

ease of encodin g . C~e feature of the proposed group of variables is

that , relative to many of the alternativ es considered , the five varia —

V bles ar e ~ zt te easy to calculate for any indiv idual problem. In man y of

the al ternativ es we considered , the computation of’ a single variable

could require multiple operations of selection , accunulation , and

div ision . In the proposed model , the set of variab les is relatively

easy to compute : The four direct evidence types (which concern the rela—

tion between tar get and outcome within each observation in a problem) V

H

— 

~~~~~~t~~~i.&r6 ~~~~~~~~ ~~~~ 
—,
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can be computed by find ing the sign of the target var iable and of the

out~cane in each l ine , and coun ting the nunber of occurrences of’ each

type of relation . Computation of the fi fth var iable , Str ength of Al ter-

natives , req uires two executions of’ this procedure , and a combination of

the counters.

We would not ~~nt to claim , thoi~ h , that subjects necessaril y can—

puted their response s in precisely the same manner as the model does.

The stron gest claim we make is that , among the var iables we considered ,

the proposed set of independent variables produced the quantity th3t

best captured the subjects ’ evaluations; the subjects ’ method and the

model ’s method of arriv ing at that evaluatio n may or may not be quite

different .

Given that we are model ing only the final re sponses , we cannot In-

terp ret ow variables as accounts for processes executed while subjects

are working on a pr oblem. Q the other hand , a model of respon se choice

that fails to consider processing impl ication s of the variables includ ed

is of limited use fulness . While the model we are supporting here wes

der ived only fr om response—choice dat a , the model can be evalua ted with

a more global view. The features discussed in this section (uniformity,

completeness, and simpl icity) are relevant to evaluati ng the proposed

model as a basis both for response choice and for the processing that

underlies response choice. Clearly, any definitiv e statements about the

computations subjects performed , or the duration or sequencing of the se . 

-

processes req uires more and different data fr om that collected in these

- - 

- 

stud ies. If , thot~ h , ow ultimate goal is to understand how people make

~

i.-L ~~~~~~~~~~ 
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- 
- 

3ud~nents of causality from ev idence , the resp onse—choice model mus t be

sensitiv e to processing implication s of the proposed var iables .

CONCLUSIONS

C~ir proposed model , with its implications about how subjects

evaluate evidence in judgin g a causal hypo thesis , make s cer tain general

claims about people’s ind uct ive behavior . Clearly, people are not op-

timally rational , in the sense of’ extr acting the statistically maximal

V 
anount of information from the evidence they are given . They are sub—

ject to many biase s, as detailed in the discussion of’ the models: for

exanple , biases against negat ivity In any form , biase s in favor of cv i—

dence tha : more closely matches the superficial form of the statem ent to

be evaluated , biases in fav or of the hypo thesi zed cause over other

causes. Most of these biases can be accoun ted for by a mechanise~ such

as focusing—the “irrational” aspects of behavior in this task seem qui—

te expl icable in terms of’ the subjects ’ focusing on their task , and on

the most salient individual components of the ev idence (of. Taylor &

Fiske , 1978).

And yet , subjects’ behav ior wes not wholly pr ed ictable by bias:

Many of the features of our data depict the subject as a rather rat ional

evaluator , taking into accoun t man y different aspects of the evid ence

presented , and using these approp r iately. While their evaluatio n seems

to Include ac ne deviant ~~~~~~~~~ of the information in the problems,

the informat ion they choose to attend to is not grossly deviant from

what seems app ropr iate . Their focusing behav ior may rep r esent an adap-.

tive method of dealing with limitation s of memory and processing capeci-

— - ~~~~~~~~~~~~~ ~~~~~ JL ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ _________ ________
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ty. For example , subjects might believe that the stren gth of a causa l 
-

relation is better mea sur ed by the proporti ons of’ each ev idence type

than by the nunber of each , but they may be unable (or unwilling) to do

the additional computation that sensitivity to proportionality requires. V

Overal l , giv en their limitatio ns, subjects perform this ki nd of causal

inference task in a rea sonable , if imper fect , manner .

V 
- 

-

H

-
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Table 1

Sample Pr oblems

for All Experiments

Exper hnent l

A B -C 4 C L T M R 0 —~~ F

—A D C .4 -C L T -M R 0 . 4 - F

B E C . 4 — G

C D A .4 G M . 4 F

A .4G

Exper iments 2 and 3—Abstr act

R T H Q .4 a 
- 

P X . 4 Y

Q -R L T . 4 — B  N X .4 -Y

..Q -T U H . 4 - B  N P . 4

L Q -R T .4 B

4 - H  R Q . 4- B  P . 4Y

R I 4 B

( 1
1 

— - —
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Table 1 (Continued)

Exper iment 3—Concrete (Epidemic s)

An epid emiologist noted that , for Marshall—Isaacs disease

In City 1

Annual heal th inspection of food—service wwkers was stopped

A new type of hair dye was introduced to the area

No inad equate sterilization practices were used in a local canner y

A new type of pesticide was tr ied by local vegetable farmer s

There was a water main break

An epidemic of the disease was reported .

In City 2

Inadequate ster ilization practices were used in a local cannery 
r

Arna~al health inspection of food—service w rker s was not stopped

Lead—based paint was sold without warning labels

There was no water main break -

A new type of pesticide was tried by local vegetable farmers - -

No epidemic of the disease was reported .

what is the probability that , in some other city , there would be an

epidemic of MarehaU—Isaacs disease if a new type of hair dye wa s

introduced to the area? 
-

it 
-_ -- - -V -V - - ---V 
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Table 1 (Continued)

Exper iment 3— Concrete (Stocks)

A mer ket analyst noted that , among cosnetic manufacturers:

I n O ~npany 1

The office staff of the company organized and joined a union

The company ’s major product was under suspicion as a carcinogen

Ther e was a drasti c drop in the val ue of the company ’s stock.

In Company 2 -

The office staff of’ the company did not organize or join a union

The company’s major product was under suspicion as a carcin ogen

There was a drasti c drop in the val ue of the company’s stock .

In Company 3

Illegal campaign contributions were traced to the company’s managers

The company’ s major product was not under suspicion as a car cinogen

There was no drastic drop in the value of the company’s stock.

idhat is the probability that , for some other cosnetic manufacturer ,

stock values would drop drastically if the company’s major product

were under auspic2.on as a carcinogen?

:-t

- - - V  
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Table 2 --

Characteristics of’ Ukelihood Judgments

for AU Exper iments

Experiment

1 2 3—Abstract 3-Stock 3—Epidemic -

Mean Response 1111.20 111.117 311.99 37.25 35.16

Item Standard E~v iat ion 12.58 111.96 18.90 18.96 20.92

Minimun Item Mean 18.55 13.111 10.115 10.1111 10.05

Maximun Item Mean 611.56 75.211 711.1111 75.110 76.35 

~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ L~~L ~~~~~~~~~
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Table 3
-

- 

- 

Mod el Fits and Parameter Estimates

- 

for the Final 1A,del

Experiment

1 2 3—Abstract 3—Stock 3—Epidemic

Fit of the Model

R—aquared .85 .8~ .90 .88 .90

~ISD 11.80 6.01 6.04 6.39 6.72

Parameter Estimates

Joint Presence 9.65 8.22 9.26 9.22 11.30
a

Violation of ~~fficiency — —12.97 —8.17 —10. 05 —8.112

Violation of Necessity ~~ —12.17 —8.07 —5.75 ~6.1Il1

Joint Absence 11.03 9.112 2.87 2.52 3.79

Strength of Alternatives —3.90 —5.69 —3.15 —3.30 —3.20

Regression Constant 29.81 38 116 33.60 36.20 29.96

-
; Not relevant ..n this experiment. 
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Table 1$

R—Squared Values for

Proposed and Alternative tbiels

Exper iment

1 2 3—Ab stract 3-Stock 3—Epidemic

P&anber of occurrences of’ each

evidence type (Proposed Model ) .85 .811 .90 .88 .90

Count of each evidence type

over nunber of situations .79 .75 .86 .87 .85

Count of each ev idence type

over nunber of informat iv e

situations .79 .72 .76 .75 .73

Count of each evidence type

over nunber of situations
- 

-- 

with the same outcome .73 .70 .76 .80 .78

Count of each evidence type over

nunber of informative situations

with the same outcome — .614 .72 .75 .72

Count of each evidence type

over nuaber of possible causes -

observed in each situation .71 .81 .82 .81 .81

V
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